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= Context

« Cyber attacks target not only IT
systems, but also Industrial Control
Systems. These are a set of physical |CS 00

and digital elements that interact to
ensure the execution of an objective

. : . . Industrial Control Systems
in an industrial environment.

Compared to IT systems, ICS attacks are harder to detect
due to:

+ Limited resources, restricting additional processes
« Component and technology diversity
 Risk of disrupting system operations.




~ Context

Why Cybersecurity ?

To protect our devices, our personal data
from malicious programs by fighting against
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Problem Statement

XAl == IDS = ICS

Establish a system to detect any abnormal behavior in industrial
control processes using explainable artificial intelligence techniques.

Why is this problem important to deal with ?
New attacks emerge

IT systems are different from ICS systems
Detection during the attack to mitigate consequences
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Related Work

Intrusion Detection for ICS, Oualid Koucham, Thesis 2018
Explaining Anomalies Detected by Autoencoders using SHAP, Liat Antwarg et al., 2019

Explainable Al for Process-Aware Attack Detection in ICS, Léa Kenmogne and S. Mocanu, Secsoft
2024




(== Contribution

Supervision . .
- » First use-case : overview of the process from

the network point of view with the sequence
of requests.

- - Second use-case : study of another process at
the physical level with the state of the sensors
and actuators

IDS Physical
level
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Activity 1 & 2 are sequential
Activity 1 and activity 2 can run simultaneously.
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Contribution

Some Examples of Attacks in Activity 1

. Opening VP1 when P1 is reached
. Start M1 when VP2 is open
. Start M1 when T1 is empty

Activity 2

Index | P1 P2 | Tivid | vP1 | vP2 | M1 | VT1

1 1 0 0 0 1 0 0

2 1 0 0 0 1 0 0
eso. | o M o | o MM | o o
— 4 1 0 0 1 1 0 0

5 1 0 0 1 1 0 0

6 1 0 0 1 1 0 0

" sio 7 1 1 0 1 0 1 0
i ahes 8 1 1 0 1 0 1 0
10 1 1 0 0 0 1 0
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Obtain features with high

Since our aim is to detect anomalies, we
train our model on only normal data, as
we can easily translate the normal
behavior of our system.

Over time, the model learns to recognize
what is normal and will therefore be able
to identify any abnormal instances.

reconstruction error

Compute Shap
values

For each
feature xi with
high rec error

Evaluate the impact of other
features in the reconstruction
in relation to xi

For each feature xi
with a SHAP value that
contributes to the
prediction

Explanation
Module
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== Evaluation & Explanation (SHAP)

Detection Results of Activity 1 Activity 1
TP FP
38 2
FN TN
0 743

Situations that the model
did not encounter during
the training phase

SHAP is a model-agnostic method based on
Shapley values, which are in turn based on
game theory and represent the marginal
contribution of each feature to model

prediction.
Ll Obtain features with high Compute Shap
reconstruction error values

For each feature x;

For each

, with a SHAP value that
feature x; with contributes to the
high rec error prediction

Evaluate the impact of other
features in the reconstruction
in relation to ¥
Explanation

Module
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= Evaluation & Explanation (SHAP)
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A1 : Opening VP1 when P1 is reached

| Activity 1
VPl

Reconstruction error

Feature Importance for Predictiag VP1 (instance 287) Feature Importance for Predic(ing P1 (in;tance 287)

P1 c  7.614591e-01 "
P2 ¢ 3.280796e-07 . i

Tlvid_c 6.387896e-05 .. pu—— .. -

VP1 ¢ 9.940301e-01 ... =

VP2 ¢ 5.767160e-01 .

M1_c 2.278845e-08 _ .

P
} 00 o1 02 03 04 05
C . e— 0.00 002 0.04 0.06 0.08 0.10 012 0.0 01 0.2 03 04 05 06 07 Squared Impact on xi Reconstruction

Squared Impact on xi Reconstruction Squared Impact on xi Reconstruction

Index | P1 P2 | Tlvid | VP1 | VP2 M1 VT1
y 1 0 0 0 1 0 0 Patterns Detected
2 1 0 0 0 1 0 0 a Opening VP1 when P1 is reached
I- 0 0 - 1 0 0 Q Open VP1 and VP2 simultaneously (Index
4 1 0 0 1 1 0 0 3-6)
5 1 0 0 1 1 0 0 a Start M1 when VP1 is open (Index 7-9)
6 1 0 0 1 1 0 0
7 1 1 0 1 0 1 0 Classical approach detects only one pattern
8 1 1 0 1 0 1 0
9 1 0 0 1 0
10 1 1 0 0 0 1 0
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Reconstruction error (Index 3-4)

P1 c
P2 c
T1vid_c
VP1_c
VP2_c
M1 ¢
VT1_c

2.803364e-07

9.950556e-01

1.543195e-06
4.913005e-06
2.005216e-04
9.008750e-05
9.347368e-01

Reconstruction error (Index 5-6)

P1_c  0.997598

P2 ¢  0.989698

T1vid_c 0.000003
VP1_c  0.000009
VP2_c  0.000167
M1_c  0.000384
VT1_c 0.955338

Reconstruction error (Index 7-11)

Pl c  0.596052
P2 c  0.007943

Tivid_c 0.298690
VP1 c  0.000042
VP2 ¢ 0.000030
M1 c  0.997505
VT1 c  0.730999

"
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Feature Importance for Predicting M1 (instance 542)

Evaluation & Explanation (SHAP)

A2 : Opening VT1 when M1 runs

Feature Importance for Predicting VT1 (instance 538)

Feature Importance for Predicting P2 (instance 538)

Vi

Feature Importance for Predicting VT1 (instance 540)

04 05 06 07 o0 o1 02 03 06 07
s

Y
Squared Impact on xi Reconstruction

Feature Importance for Predicting P2 (instance 540)

01 o2 o3 o4 05 06 07

Activity 1
VPl
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Patterns Detected

Opening VT1 when M1 runs

Start M1 when P2 is not reached (Index 3-11)
VT1 open when P2 is not reached (Index 3-11)
VT1 open when P1 is not reached (Index 5-11)
M1 runs while T1 is empty (Index 7-11)

M1 runs while P1 is not reached (Index 5-11)

Classical approach detects only one pattern

In- P1 P2 ™ VP1 VP2 M1 VT1
dex vid
1 1 1 0 0 0 1 0
3 1 0 0 0 0 1 1
4 1 0 0 0 0 1 1
5 0 0 0 0 0 1 1
O O s T 6 0 0 0 0 0 1 1
7 0 0 1 0 0 1 1
8 0 0 1 0 0 1 1
© 0 0 1 0 0 1 1
10 0 0 1 0 0 1 1
11 0 0 1 0 0 -
12 0 0 1 0 0 1 0
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Conclusion & Future Work

» Use other explainability methods like LIME to explain results
» Compare results with SHAP and detect new patterns

» Work on more consistent datasets from industrial systems (e.g. Singapore datasets)
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