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SAMOVAR, Télécom SudParis
Institut Polytechnique de Paris

start date: Autumn 2023

Context

Evaluation is a pillar for the certification of cybersecurity products. In particular, secu-
rity monitoring, especially intrusion detection, has been struggling with a low evaluation
reproducibility in terms of methodologies or platforms [1]. To guarantee a certain level
of confidence, intrusion detectors should be tested with a sufficiently large and diverse
amount of samples, representative of realistic behaviours, including both malicious ones
(sensitivity) and benign ones (specificity). Other important aspects to assess is their scal-
ability and their robustness (e.g., using adversarial examples [2]). When data is lacking
or the quality is low, data augmentation may provide sufficient data for testing the ability
of intrusion detectors to withstand the load and recognize new behaviours. Good quality
data usually display properties of realism and diversity [6]. While the latter can be reason-
ably obtained using perturbation methods [7], it counteracts with the former as diverse
samples may be unpractical [4]. This is due to an actual dichotomy between the feature
space (on which pertubations generally apply) and the problem space where traffic really
flows [5]. Additionally, it may be desirable to test data-driven intrusion detectors with real
traffic, beyond the feature space. To that end, there exist perturbations that can be applied
to the problem space [3], such traffic morphing [8].

Objectives.
This postdoctoral project proposes to generate new data samples to challenge network
intrusion detection systems (NIDS). Perturbation methods may be used: they require ex-
isting traffic from which we derive new samples. We aim at triggering misclassification
for both benign samples (false positives) and malicious samples (false negatives) in or-
der to assess the robustness of the NIDS. Another important objective is the generation
of problem-space samples, either synthetically or by perturbing existing traffic. Different
approaches from both feature space and problem space will be assessed and compared in
various settings (open model, closed model, model generation, model adaptation).

Activities. The project contributes to a better assessment of NIDS by:

• surveying the state of the art of NIDS evaluation methods

• surveying the state of the art of data perturbation at feature- and proble-space levels

• implementing a selection of promising approaches and comparing their performance
in terms of evasiveness and realism, as well as scalability and cost-effectiveness
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• integrating the test set generation method into the SUPERVIZ evaluation method

Research environment
The work is performed in the context of the SUPERVIZ project funded by France 2030,
which gathers a community around the topics of supervision, including detection, re-
sponse and validation. In particular, the offered position is supported by Work Package 5
which deals with the assessment and validation of NIDS.

Supervising team. SAMOVAR has a long expertise in intrusion detection in various envi-
ronments as well as in security assessment. SCN team has collaborated on such topics in
European projects. Additionally, in GRIFIN, the postdoctoral researcher will have oppor-
tunities to collaborate with esteemed academics in the UK (UCL, MDX) as well as integrate
the results with dynamic SMEs (Montimage).

Application
Applications are to be sent before October 2023 to the position supervisor, or through the
Recruitee portal. The application package comprises:

• an up-to-date resume

• a copy of the Ph.D diploma

• recommendation letters or a list of references

Required qualifications. Candidates fit the following profiles:

• Ph.D in computer science

• Experience with ML/DL libraries

• Knowledge of adversarial machine learning

• Proficiency in both written and spoken English
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